###### Introduction

* ~~Develop research question and objectives (John)~~
  + ~~Should be measurable~~

The following should be in line with the research question

* ~~Topic area (RP 2) (John)~~
* ~~The problem (John)~~
  + ~~And context of the problem?~~
* ~~Definition of main terms (we have this in RP2) (John)~~
* ~~Intended audience (someone educated enough to read visualization, someone in a position to make executive, managerial decisions)~~ (John)
* ~~Scope – what is in scope and outside scope (we have the ‘in scope’ part in RP1) (John)~~
* Assumptions (I don’t think this is a section on its own)

###### Importance and Prior Work

* Prove significance of research question. Who cares? (basic research will be quicker for us, but we can add a bit of applied research) (Anthony)
  + Studies showing benefit of data analysis (Anthony)
  + Studies/books showing data visualization is an **essential** part of data analysis (Anthony)
  + …
* ~~Put question into context. Show related prior work done and the gap in this work which we are trying to fill (contained in RP2)~~ (John)
* ~~Show work that inform our methodology~~ (John)
* ~~Define terms?~~

###### Methodology

* ~~Divide the research question into clearly stated sub-problems, which if answered, the research question will be answered~~ (John)
  + ~~For each sub-problem, propose a research methodology. Specify data needed, experiments to be run, models to be developed~~

**Conclusion**

The next step you need to do to move your project forward.

###### Graphics

Develop a graphic

###### Presentation and Formatting:

Number of pages 2-3, IEEE format

Al least one ***original*** graphic

This paper if  
properly done will become the first half or so of your final paper.
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# Introduction

We intend to investigate the effectiveness of simulated annealing in recommending effective geospatial data visualizations. An effective data visualization is one that accurately represents useful patterns in data and efficiently communicatesthese patterns [1]. Following Hu et al. [2], we define the act of data visualization as the process of making design choices, based on the properties of a dataset, that maximize the effectiveness of the resulting visualization. Therefore, the recommendation of effective data visualisations is identifying a set of design choices that result in one or multiple effective visualizations for a given dataset. We focus on the visualization of geospatial data, which is data indexed with geographic coordinates [3].

## Problem Statement

Data visualisation is a fundamental part of data analysis. It enables the identification and communication of patterns extracted from large volumes of data, therefore enabling data-driven decision-making. However, identifying and effectively communicating patterns in data through visualizations is not easy. There are innumerable combinations of design choices each good for revealing only certain patterns. Choosing the most effective visualization to reveal hidden patterns in a dataset is often not a simple task, even for experts. Data visualization and analysis are, therefore, largely inaccessible in the absence of data analysis expertise. However, even where there is expertise, the manual process is often time-consuming, laborious and costly since the expert will usually manually generate many visualizations in search of the most effective one.

## Research Question

Given the combinatorial nature of visualization design decisions, it is probable that the simulated annealing technique (defined in section II) is a good fit for the problem of finding a set of design decision combinations that produce effective geospatial visualizations. We, therefore, seek to answer the question, *how effective is simulated annealing at finding effective geospatial visualization recommendations for a given geospatial dataset?*

## Intended Audience

Geospatial visualization recommendation systems can be of use to domain experts with influence over managerial or executive decisions but no access to data analysis skills. It would help them gain insights from geospatial data to make informed decisions, even in the absence of data analysis experts. We assume that such people are sufficiently competent to interpret geospatial visualisations. Further, it may make expert data analysis more efficient by revealing patterns in data automatically and faster, reducing the need for manual trial and error visualization.

## Scope

This work will only consider enough design decisions to test the effectiveness of simulated annealing in finding optimal design decision combinations. We will not attempt to develop a comprehensive system considering all known design decisions for geospatial visualization, rather than attempting to build a comprehensive system that encompasses all known design decisions. By adopting this approach, we aim to streamline the experimentation process and provide insights into the capability of SA in navigating the design space efficiently.

# Importance and Prior Work

## Prior Work

Previous works in automated visualization recommendation systems fall into two categories: rule-based systems and supervised machine learning-based systems.

The rule-based systems are exemplified by Mackinlay’s A Presentation Tool (APT) [4]. The development of APT involved codifying visualization design criteria retrieved from Bertin’s Semiology of Graphics [5], a seminal work on visualization. These criteria specifically measured the expressiveness and effectiveness of data visualizations. The codified criteria were used to computationally identify good visualizations from a sample of possible visualizations. This, along with subsequent works [6], demonstrates the feasibility of representing data visualization principles and guidelines as programmable quantitative measures.

The supervised machine learning-based systems [2], [7], [8] involve learning a function that maps datasets to effective visualizations from a large corpus of labelled data. Hu et al. [2], for example, used a neural network trained on a corpus of about 2 million samples. The resulting model performed comparably to knowledgeable people who had spent a lot of time visualizing data. Despite the superior performance of these systems, a significant amount of effort and cost is required to acquire and prepare the training data.

Notably, all prior works identified, consider only typical tabular data and for geospatial visualization, rather than attempting to build a comprehensive system that encompasses all known design decisions. By adopting this approach, we aim to streamline the experimentation process and provide insights into the capability of SA in navigating the design space efficiently. visualizations like bar charts, line charts and scatter plots, and not geospatial data and visualizations. This raises the question of whether such works apply to geospatial data and visualization.

## Simulated Annealing

Mackinlay [4] demonstrates that even simple datasets can have billions of design choice combinations. An increase in dataset complexity leads to a combinatorial explosion of possible visualization design choices. This makes finding optimal or effective visualizations using traditional computation methods impractical.

Simulated annealing (SA) [9] is a widely used algorithm for solving combinatorial optimisation problems. It works by intelligently sampling from a large solution space. It uses a specified objective function to compare the “goodness” of the sampled elements and gradually narrows down to an optimal solution. SA has been applied in complex combinatorial problems such as VLSI design optimization [10], the travelling salesman problem with thousands of cities [9] and “painting-from-polygons”, involving finding a combination of polygon shapes and arrangements that best approximate a painting [11]. SA is a computationally efficient variant of genetic algorithms. Nonetheless, it has been shown that it can perform comparably to the classic genetic algorithms [12]. In contrast to supervised machine learning methods that learn an input/output mapping function from labelled data, SA searches for an optimal solution within a given solution space using a given objective function. This eliminates the need for collecting and preparing training data. However, defining the objective function can pose a challenge.

# Methodology

We divide this work into the following sub-problems.

* What are the principles of creating effective geospatial visualizations?
* What design choices are involved in creating geospatial visualizations, and how do these choices impact the adherence to the identified visualization principles?
* How can the principles of effective geospatial visualization be represented as objective functions for a simulated annealing algorithm?
* How can we develop a simulated annealing model that recommends effective geospatial visualizations and test its performance?

## What are the principles of creating effective geospatial vizualizations?

Our initial step will involve identifying principles and guidelines for effective geospatial visualizations. We will accomplish this by reviewing relevant literature. Mackinlay et al. [6] recommend Bertin’s “Semiology of Graphics: Diagrams, Networks, Maps” [5], Tufte’s “Beautiful Evidence” [13] and Few’s “Show Me the Numbers” [14] as good sources of general visualization knowledge.

## *What design choices are involved in creating* geospatial *visualizations, and how do these choices impact the adherence to the identified visualization principles?*

Secondly, we will identify the design choices involved in creating geospatial visualizations and determine how they affect the observance of the identified principles of visualization. Design choices might include decisions about the type of map to use or which combination of columns in the dataset to consider. This step will involve a review of the relevant literature.

## How can the principles of effective geospatial visualization be represented as objective functions for a simulated annealing algorithm?

We will then attempt to represent the identified principles and guidelines as measurable metrics and objective functions. For example, if one guideline says that a visualization’s elements should not overlap to the point of obscuring its message, we will identify a way to measure this overlap given a set of design choices (like where to place labels). This measure will then be included in an objective function aimed at minimizing message-obscuring overlap.

## How can we develop a simulated annealing model that recommends effective geospatial visualizations?

We will then model the problem of recommending geospatial visualizations using simulated annealing. Each step of the simulated annealing iteration will choose a combination of the identified design choices and assess the resulting geospatial visualizations using the previously developed objective functions. The output of the model will be a set of combinations of design choices the simulated annealing identifies as most effective for a given dataset.
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